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ABSTRACT
We present a method to identify and localize people by lever-
aging existing CCTV camera infrastructure along with iner-
tial sensors (accelerometer and magnetometer) within each
person’s mobile phones. Since a person’s motion path, as
observed by the camera, must match the local motion mea-
surements from their phone, we are able to uniquely iden-
tify people with the phones’ IDs by detecting the statistical
dependence between the phone and camera measurements.
For this, we express the problem as consisting of a two-
measurement HMM for each person, with one camera mea-
surement and one phone measurement. Then we use a max-
imum a posteriori formulation to find the most likely ID as-
signments. Through sensor fusion, our method largely by-
passes the motion correspondence problem from computer
vision and is able to track people across large spatial or tem-
poral gaps in sensing. We evaluate the system through sim-
ulations and experiments in a real camera network testbed.
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INTRODUCTION
Smart environments of the future are poised to revolution-
ize the interactions between people and computer systems
by infering intents and behaviors. Cameras are strong candi-
dates for this purpose, as they can not only localize multiple
people but also detect poses and interactions of each person
with the surrounding environment, objects, and other people.
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Figure 1. System overview: a network of overhead cameras is used
to detect and localize people, and inertial sensors on people’s mobile
phones are used to identify them.

However, when multiple people are involved, it is of utmost
importance to consistently label each one, even in the pres-
ence of ambiguities and spatial or temporal gaps in sensing
(e.g. when a person leaves for a lunch break and returns one
hour later). This is known in the computer vision literature
as the correspondence problem. Its main challenge lies in
the rank of the solution space, which grows faster than ex-
ponentially as a function of time and number of people.

In this paper we propose a method to bypass these issues
and, furthermore, uniquely identify each person in the scene.
For this, we leverage local measurements from accelerome-
ters and magnetometers — two inertial sensors that are in-
creasingly popular on devices such as the Apple iPhone 3GS,
the HTC Hero, the Motorola Droid and the Google Nexus
One. The proposed method works as follows: People’s lo-
cations are detected using existing CCTV cameras, and are
made available over the air through WiFi or other infrastruc-
ture (Figure 1). Then the phones of users within range read
measurements from their onboard inertial sensors to pick the
most probable location out of the stream. This location esti-
mate may conflict with the estimates made by other phones.
Hence, the phones may, then, send their results back to the
camera network where a global optimization procedure is
executed to pick the best non-conflicting phone-to-location
assignments. This way, our system inherently provides two
core services: (1) identification, since the people detected in
the video streams become labeled with their phones’ unique
ID; and (2) localization, as each phone learns its own lo-
cation in the process. The focus of our evaluation is on the
identification service, given that the position estimates of the
localization service are forwarded directly from the output of



the CCTV camera network, which is taken as a black box.

In sum, the proposed method focuses on finding the asso-
ciation between a phone’s ID and the person’s location, de-
tected by the camera network. This is done by using the
phone’s local motion measurements as the “glue” between
the two. This approach exhibits three main advantages: (1)
it reuses existing infrastructure; (2) it can identify/localize
people even in the presence of ambiguities and sensing gaps;
and (3) it automatically provides each person the anonymous
location of all surrounding people.

The main contributions of this paper are:

1. The derivation of a probabilistic data-association frame-
work to assign IDs to location measurements by intro-
ducing a set of helper measurements for which associa-
tion is known. We model this as a hidden Markov model
(HMM) where the main unknown is not the state esti-
mate — which can be found using one’s preferred tracking
technique — but instead to discover the underlying asso-
ciation between measurements.

2. The use of this framework to localize and identify peo-
ple in existing camera networks by leveraging the inertial
sensors present on their mobile phones. In this paper we
perform a proof-of-concept validation of the localization
service using our existing testbed of iMote2 camera sen-
sor nodes.

RELATED WORK
Locations and IDs can be extracted in a number of different
ways. Wearable devices simplify the process of target de-
tection and motion correspondence since targets make an ef-
fort to identify themselves. The most prominent and widely
available localization technology today is undoubtedly GPS.
However, GPS is limited by coarse spatial resolution and by
signal attenuation when indoors, which frequently leads to
complete failure to localize. For indoor situations, multi-
ple methods exist in the literature, employing RF and ultra-
sound signaling properties such as propagation delays [22],
Doppler-shifts [14] or signal absorption [36]. The main set-
backs of these technologies are interference from multipath
signals [14], variability to antenna orientations [18], and the
need for a large infrastructure of anchor nodes [36]. Increas-
ingly popular these days are the approaches based on RF fin-
gerprinting [37], but these require a laborious training pro-
cess and can only attain lower resolutions.

An alternate approach is to detect and track the targets using
external sensors, such as a camera network. The main dis-
advantage of cameras is that tracking multiple targets across
multiple cameras is a highly complex open problem, typi-
cally encompassing camera calibration/registration, and vi-
sual and/or motion models in order to track targets across
different views. And, due to ambiguities when people cross
paths, the number of different track combinations grows ex-
ponentially in time and becomes unmanageable without heu-
ristic track-pruning methods. Furthermore, unique identifi-
cation with cameras (such as through gait or facial recogni-
tion) requires extensive training for each person to be iden-

tified, and tend to fail given large ID databases.

Our intention in this work is to build upon the wide availabil-
ity of camera networks and mobile phones to provide the
best of both worlds, wearable- and external-sensing. This
combines the advantages of cameras (the ability to localize
people with a small number of infrastructure nodes) with
those of wearable nodes (simple person identification and
tracking over large sensing gaps by using the node’s ID).
Although the fusion of cameras and inertial sensors has pre-
viously been considered for motion tracking [29][23], aug-
mented reality [12], and SLAM (simultaneous localization
and mapping) [20], the work presented in this paper bears
more similarity to the multiple-target tracking literature. The
reason is that the main problems that we tackle are data as-
sociation and motion correspondence, rather than exact posi-
tion estimation. In sharp contrast, in motion tracking the data
association problem is generally bypassed through the use of
color markers. Similarly, in augmented reality and SLAM
the inertial sensors are placed at known locations on the cam-
era, and therefore need not be localized. Perhaps the most
relevant fusion approach is the work by Schulz et al. [24],
which combines a dense network of infrared/ultrasound ID
sensors to identify tagged people as they are detected by a
laser ranger. Their formulation, like ours, is based on identi-
fying anonymous location measurements using ID-carrying
measurements. However, our solutions deviate on four prin-
cipal levels: (1) We consider the issue of identification sep-
arately from that of localization, which greatly reduces the
state space of the problem. (2) This, when combined with
our bipartite graph matching solution, allows our method to
execute in real time, differently from their particle-filter ap-
proach. Of course, the tracks labeled by our method can,
later, be processed with any state-of-the-art tracking tech-
nique to produce higher-precision location estimates. (3) In
addition, the approach in [24] cannot recover from losing
the correct ID hypotheses. (4) And finally, while the imple-
mentation of their system would require the widespread in-
stallation of unorthodox sensors, we emphasize the pressing
need to reuse existing infrastructure, by employing ubiqui-
tous CCTV cameras and mobile phones. Finally, the key dif-
ference between this work and our previous accelerometer-
based person-identification research is that here we make no
assumption regarding people’s motion paths (as is the case
in [31], where the acceleration is implicitly assumed to vary
frequently), and can identify people even if they are partially
occluded (as opposed to [30]) so long as the camera network
can still detect them. In addition, the work presented here
uses an entirely new probabilistic formulation that is general
to ID-assignment problems and which can be seamlessly ex-
tended to other sensing modalities by simply modifying the
state vector and emission probabilities.

PROBLEM FORMULATION
As discussed in the previous section, cameras can cheaply
and unobtrusively detect and localize people within their field-
of-view. However, since the identity of each person detected
by a camera is not known, it becomes challenging to track
people when there are path discontinuities (due to cross-
ing, entering, leaving, clutter, occlusions, etc.). Indeed, the
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Figure 2. Main idea: to use inertial measurements from wearable nodes (with known ID) as a “glue” between the location-detections from a camera
network and people’s IDs.
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Figure 3. Independence diagram of relating the variables that pertain
to the same person. The broken arrows are used to indicate that the
camera observations do not carry the person’s ID (i.e. they are split
measurements).

anonymity of a camera’s detections also means people can-
not be uniquely identified nor, equivalently, localized. To
this end, we propose the use of motion measurements to
uniquely identify each person, according to the following
formulation sketch:

• Given anonymous location measurements from a camera
network, and inertial measurements (acceleration and di-
rection) from mobile phones of known ID,

• Find the (location, inertial) association pairs which max-
imize the likelihood that the measurement pair originated
from the same person.

We model this as a missing data problem where each person
is observed twice: once from the viewpoint of the camera
network, and once from the inertial sensors on the mobile
phones. What makes this problem distinct from traditional
missing data problems is that, in addition to unknown true
states, we also lack knowledge regarding the data associa-
tion of location observations. This is shown in Figure 2.
We define the term split measurements to denote the obser-
vations which do not have a known association (the broken
arrows in the figure).

Below we describe the problem within a more formal frame-
work. In this discussion we assume the extrinsic calibration
parameters of the cameras have been computed a priori us-
ing a method such as [9] or [1], and thus camera placement
is known.

Suppose a number of people are present within the sensor
network’s coverage area at timestep k. Let person i’s true
state at k be represented by the variable xik. In our imple-

mentation, xik is composed of four components (sx, sy , |s̈|,
s̈yaw) consisting of x, y position coordinates, acceleration
magnitude and acceleration yaw. Nevertheless, the deriva-
tion that follows applies to any other state definition. We
consider the evolution of xik in discrete time to be indexed
by k ∈ N∗. Since it is widely accepted that human motion
can be approximated by a Markov process, we assume xik−1
is sufficient to predict xik.

Let βk ∈ N be the number of people detected with the cam-
era network at time k. Then we can denote a detection in-
stance by yjk (where j is in the set {1, 2, · · · , βk}, or, more
compactly, 1 :βk). The set of all people detected at timestep
k is, then, written as y1:βk . Note that, when the context is un-
ambiguous we may drop the subscripts and superscripts to
reduce clutter. Assuming additive noise, we can write:

yjk = xik + νik for some i (1)

where νik is the measurement noise. Since the location detec-
tions are split measurements, the mapping between indices i
and j is unknown. In fact, this is what we aim to infer.

If a person is known to be carrying phone i, then the person’s
motion is recorded with inertial measurements wik:

wik = xik + εik (2)

where εik is the measurement noise, which is independent
of νk. Note that the same index i is used to specify both the
person’s true state and the person’s phone. For now we make
no assumptions regarding the probability distributions of the
ν’s and ε’s, but in our implementation these will be modeled
as Gaussian, which simplifies our likelihood calculation.

The relationship between a person’s x, y and w is shown
in Figure 3. As portrayed in the figure, the x’s and w’s
form a hidden Markov model1 (HMM) with observations
{wik}k (from mobile phones) that are conditioned on states
{xik}k. In multiple person scenarios, several such HMMs
will coexist, each indexed by a distinct i. What is atypical
in our problem is the existence of a second set of HMM-
like structures whose observations {yjk}, despite being con-
ditioned on some state {xik}k, do not carry the implicit in-
formation of which state they are conditioned upon (that is,

1In this paper we use the generalized definition of hidden Markov
models used in [6], which allows for continuous state spaces.



which i goes with which j). We denote these structures split-
measurement HMMs. When multiple people are present,
their split-measurements will be shuffled. Then, person-lo-
calization will depend on unshuffling the split measurements
to assign IDs to each anonymous detection from the camera.
This is equivalent to discovering the association matrix M
for the bipartite graph shown on the right side of Figure 2.

At this point we can finally state the problem as follows:

Identification Problem
Input: location detections yjk (from a camera network) and
inertial measurements wik (from mobile phones)
Output: the γ × β match matrix Mk that assigns each wik
to at most one yjk with maximum global probability over all
timesteps 1:K.

where γ ∈ N is the number of people equipped with a mobile
phone. The matrix M is such that M ij

k ∈ {0, 1} and M ij
k =

1 if and only if detection j is identified as person i. This
implies

∑
∀iM

ij
k ∈ {0, 1} and

∑
∀jM

ij
k ∈ {0, 1}.

Note that throughout this paper we will use the terms “local-
ization” and “identification” as duals of one another in the
following sense: when we assign an ID i to a detection yjk
we say yjk has been identified, and that person i has been
localized. Also note that any solution to the identification
problem necessarily solves the motion correspondence prob-
lem in the process, since each person becomes consistently
labeled with their real-world ID.

PROBLEM ANALYSIS
Our derivation is divided into two parts. First we demon-
strate the foundation of our method by considering only the
instantaneous information from a single timestep. Then, we
use the Markov assumption to derive a more precise ID in-
ference by considering all past timesteps.

Optimal Instantaneous ID Assignments
From equations (1) and (2) it is clear that there exists a rela-
tion of statistical dependence between the y and w that be-
long to the same person. This can be easily quantified by
subtracting the two equations:

yjk = wik + (νjk − ε
i
k) (3)

Our goal is to infer which combinations of i, j follow the
above equation, that is, which (y, w)-pairs display a measur-
able statistical dependence.

From (1) and (2) it follows that if the probability distribu-
tions of ν and ε are known, then so are the emission proba-
bilities p(yjk|xik) and p(wik|xik). Then, the likelihood that yjk
and wik were emitted from the same xik (no matter the actual
value of xik) can be found by marginalizing xik:

L(yjk, w
i
k) =

∫
p(xik, y

j
k, w

i
k) dxik (4)

=

∫
p(yjk|w

i
k, x

i
k) p(wik|xik) p(xik) dxik (5)

=

∫
p(yjk|x

i
k) p(wik|xik) p(xik) dxik (6)

where the last equality arises from the conditional indepen-
dence of yjk and wik given xik. In addition, if the prior of
xik is uniformly distributed, then the term p(xik) can be can-
celled out without without adverse effects. By calculating
the likelihood in (6) over all combinations of inertial nodes
and detections, we obtain a likelihood matrix Ωk:

Ωk =


L(y1k, w

1
k) L(y2k, w

1
k) · · · L(yβkk , w1

k)

L(y1k, w
2
k) L(y2k, w

2
k) · · · L(yβkk , w2

k)
...

...
. . .

...
L(y1k, w

γ
k) L(y2k, w

γ
k) · · · L(yβkk , wγk)

 (7)

The likelihoods in Ωk constitute the edge weights in the bi-
partite graph from Figure 2. The most likely global ID as-
signments are, then, the ones that maximize the joint likeli-
hood, as found using the following optimization:

arg max
M

∏
i∈1:γ

∏
j∈1:βk

ΩijkM
ij (8)

In order to increase robustness against false positives, and
to allow for people that are not carrying phones, we set Ωijk
to 0 if it is below some threshold Ωmin. The optimization
in (8) can be efficiently solved (in polynomial time) using
the Hungarian assignment algorithm [13], as is common in
the computer vision literature. Prior to that, it is necessary
to convert the multiplications into summations by using log-
probabilities.

Maximum a Posteriori Estimate
Our hidden Markov model formulation (Figure 3) hints that
a more precise estimate can be found by following the evolu-
tions of w, y and x through all timesteps k ∈ 1:K. For this,
let us consider x1:K , w1:K and yj1:K1:K , where the latter is a
track obtained by associating multiple consecutive location-
detections:

yj1:K1:K = (yj11 , y
j2
2 , · · · , y

jK
K ) (9)

with jk ∈ 1:βk.

In the single-timestep case from the previous section, we
marginalized x to compute the emission probability for each
y, w given a common x. In the multiple-timestep case, this
would translate to marginalizing xi1:K and computing all pos-
sible combinations of wi1:K and yj1:K1:K . This, however, is
not feasible, as the rank of the space of all possible tracks
is exponentially large. Assuming, for the sake of example,
that the number of people detected by the camera network is
known to be constant and equal to βk = β, then the number
of possible tracks during k ∈ 1 : K is βK . If, addition-
ally, people are allowed to enter or leave at any timestep,
then the exponent gains a factorial function, and the number
becomes βK! [27]. Hence, to marginalize xi1:K one would



need to solve βK! K-variable integrals! Clearly, this situa-
tion quickly becomes unmanageable.

Rather than marginalize the multiple-timestep hidden state,
our solution is to recursively compute the maximum a poste-
riori (MAP) estimate x̂iK under the assumption what y and
w did originate from the same person. We, then, use p(x̂)
to quantify the likelihood of our assumption, and generate a
likelihood matrix much like (7). For this, let θhK compactly
denote a track hypothesis θhK = {yj11 , y

j2
2 , · · · , y

jK
K }. Then

ΘK = {θh1

K , θ
h2

K , ..., θ
hζK
K } is the set of all track hypotheses

up to frame K. Then we can calculate the following joint
probability:

p(xi1:K , θ
h
K , w

i
1:K) =

= p(xi1:K , θ
h
K) p(wi1:K |xi1:K , θhK) (10)

= p(xi1:K , θ
h
K) p(wi1:K |xi1:K) (11)

= p(xi1:K) p(θhK |xi1:K) p(wi1:K |xi1:K) (12)

= p(xi1)
∏

k=2:K

p(xik|xik−1)
∏

k=1:K

p(yjkk |x
i
k)p(wik|xik)

(13)

= p(xiK |xiK−1) p(yjKK |x
i
K) p(wiK |xiK)×

× p(xi1)
∏

k=2:K−1

p(xik|xik−1)
∏

k=1:K−1

p(yjkk |x
i
k)p(wik|xik)

(14)

= p(xiK |xiK−1) p(yjKK |x
i
K) p(wiK |xiK)×

× p(xi1:K−1, θhK−1, wi1:K−1) (15)

where (11) arises from the conditional independence of w, y
given x, and (13) from the Markov assumption.

Then we may use (15) to derive the MAP estimate x̂iK of the
latest hidden state (xK):

x̂iK = arg max
xiK

p(xiK |xi1:K−1, θhK , wi1:K) (16)

= arg max
xiK

p(xi1:K , θ
h
K , w

i
1:K)/p(xi1:K−1, θ

h
K , w

i
1:K)

(17)

= arg max
xiK

p(xi1:K , θ
h
K , w

i
1:K) (18)

= arg max
xiK

p(xiK |xiK−1) p(yjKK |x
i
K) p(wiK |xiK)×

× p(xi1:K−1, θhK−1, wi1:K−1) (19)

where the denominator in (17) is cancelled out as it does not
change the result of the maximization. The likelihood that
all y and w originated from a given sequence of x̂ is simply:

LMAP (θhK , w
i
1:K) = p(x̂i1:K , θ

h
K , w

i
1:K) =

= p(x̂iK |x̂iK−1) p(yjKK |x̂
i
K) p(wiK |x̂iK)×

× p(x̂i1:K−1, θhK−1, wi1:K−1) (20)

As was done in (7) for the single-timestep case, we assign
the edge weights of the bipartite graph in Figure 2 by set-
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Figure 4. (a) Proximity ambiguity: Two people approach one another,
talk for a few seconds, then resume moving. It is not possible to dis-
ambiguate the tracks based on motion alone, even if the system is able
to detect stopped people. (b) Static ambiguity, which exists when us-
ing motion sensitive cameras: since a negative detection does not imply
negative presence, it is not possible to tell whether or not one of the
people was left behind, completely motionless.

ting ΩK = [LMAP (θhK , w
i
1:K)]∀ i,h. It is important to note

that the matrix ΩK considers only the tracks that are still
“alive” at time K, rather than all tracks from 1 : K. The
solution to the multiple-timestep identification problem can,
then, be found as the match matrix M that maximizes the
global probability:

arg max
M

∏
i∈1:γ

∏
h∈1:ζk

ΩihKM
ih (21)

Returning to the physical context of our solution, each mo-
bile phone can locally generate its own row in Ω from the
broadcast position measurements. At that point, the locally-
best solution for each phone is simply the maximum of that
row. However, without inter-communication, multiple phones
may end up selecting the same coordinates as their location,
leading to conflicts. This is resolved by transmiting each
locally calculated row back to a central location to piece to-
gether the likelihood matrix Ω, with which the optimization
in Equation (21) may be performed.

Notice that the central part of this derivation, equation (15),
is a recursive relation. This leads to efficient computation of
the MAP estimate and its likelihood at each new timestep by
simply multiplying the previous value with the latest transi-
tion and emission probabilities.

Discussion
An apparent limitation of Equation (21) is that the innermost
multiplication is iterated over the set of all track hypothe-
ses (h ∈ 1 : ζk). This is problematic because, in the worst
case scenario, ζk is a very fast-growing integer on the or-
der of βk!, as discussed in the previous section. Yet, since
the primary cause for this combinatorial explosion lies on
proximity ambiguities (Figure 4a), it is possible to use our
identification method to largely bypasses this problem, as
we describe next.

A proximity ambiguity is the event that two or more people
occupy the same approximate location, so that the person-
detecting and tracking layers of the camera network may



confuse them. For example, in Figure 4a two people meet
for 5s and then separate, leaving the tracker to decide how
to connect the pre-ambiguity track segments with the post-
ambiguity measurements (motion correspondence problem).
In the worst case, that 5-second ambiguity can lead to as
many as ζk = 25s×30Hz hypotheses (where 30Hz is the
camera’s sampling rate). However, if we postpone making
decisions about track correspondence until the very end of
an ambiguity, then the ζk for Figure 4a will be reduced to
merely 4 track hypotheses. The use of such a lazy track-
ing method is generally risky, as it increases the chances
of losing the correct track. Nonetheless, for the purpose of
Equation 21 this is not the case, since the solution to the
identification problem inherently solves the correspondence
problem. Thus, it is justified to employ a lazy tracker in our
optimization, greatly reducing the size of ζk.

The main disadvantage of using a lazy tracker is that peo-
ple are not tracked during ambiguities, but only after they
end. Of course, this may be a problematic choice in over-
crowded scenarios. For such situations, a more traditional
tracker such as [7] is required. There exists a vast liter-
ature devoted to multiple-target tracking techniques (based
on MHT [2], JPDA [2], and Particle Filtering [34]), any of
which may be used to generate a reduced set Θ of track hy-
potheses for our person-identification solution. This way,
rather than committing to a specific tracking method, our so-
lution automatically reaps the benefits of any advances in the
field of multiple-target tracking. Further, our solution may
be used alongside traditional tools that aid in motion corre-
spondence, such as color histograms [28] and other types of
feature matching [17].

IMPLEMENTATION DETAILS

Camera Network
We implemented the method described above in a testbed
where multiple camera-nodes are placed on the ceiling, fac-
ing down (to minimize occlusions). Since this testbed was
originally conceived for use in our assisted-living research
[19], its architecture emulates privacy-preserving motion-
sensitive cameras [15][16] that can only perceive moving
objects, and cannot be used to extract photographs. This
brings additional challenges to multiple-target multiple-ca-
mera tracking, which would not come up with a more tra-
ditional camera setup. For one, traditional person-detection
algorithms based on background-subtraction or image seg-
mentation do not work in this setup. Instead, we employ
our motion histogram approach [32] which is able to lo-
cate multiple moving people in a scene, albeit with a much
lower resolution. More importantly, the primary disadvan-
tage of these privacy-preserving cameras is that they cannot
detect people who are relatively motionless. Therefore, a
“no motion” detection from the camera tells very little about
whether or not someone is present. We define this situation
as a static ambiguity. For instance, consider Figure 4b. Two
people meet at the same location, then one of them stops
moving while the other continues walking. Immediately af-
ter the meeting time, three hypotheses exist: either both peo-
ple have moved together, or “Person 1” walked away while
“Person 2” stayed still at the meeting place, or “Person 2”
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Figure 5. Dataset used for learning the emission and transmission prob-
abilities related to a person walking in our deployment.
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Figure 6. Dataset used for training the classification of ‘walking’ versus
‘stopped’.

was the one who walked away. Here, again, we use the con-
cept of a lazy tracker and abstain from making a decision
about static ambiguities at the tracker level. Instead, it is left
to our person-identification method to automatically reestab-
lish correspondence. The intuition here is that the wear-
able inertial sensors will be able to disambiguate between
a walking person and a stopped one. This privacy-preserv-
ing implementation effectively stress-tests our person-iden-
tification solution by displaying a much higher level of track
segmentation than would traditional CCTV cameras.

Nonetheless, with the motion histogram algorithm, we are
able to directly obtain the x, y position of each moving per-
son. Then, the acceleration magnitude and yaw are simply
computed from the derivative of the detected person’s posi-
tion. Finally, the two key pieces of information that must be
known a priori for the HMM, i.e. the emission probability
p(yik|xik) and the transmission probability p(xik|xik−1, were
heuristically estimated from a set of simple experiments. In
these, a person walked aimlessly within our camera network
10 times, for a duration of 1 minute each. The extracted
data for the transition probabilities of the histogram bins, for
instance, is shown in Figure 5.

Wearable Inertial Sensors
Inertial sensors are often used to infer a person’s motion path
through a process called dead-reckoning. Dead-reckoning
demands tightly-calibrated high-precision sensors, and still
suffers from drift and abundant noise. It is common to allevi-
ate these issues using sporadic location measurements (e.g.
from GPS) or by placing the inertial sensors on the person’s
foot [11]. The latter approach allows a drift-correction layer
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Figure 7. (a) Simulation showing three people moving in a 10m× 10m area. Track segments that are unambiguous are shown with different colors.
(b) Calculated probabilities for each track segment from (a), where the tracks selected after global optimization are shown with thick lines, and the
ground-truth assignments are shown in black (mostly within the thick lines). (c) Our identification method joins together the segments from (a) into
three long tracks with 3 people’s IDs.

to execute when the foot is standing still, between steps, with
good results over short distances. However, such a method
does not work when the sensors are elsewhere on the per-
son’s body.

Instead, we eschew the use of dead-reckoning altogether and
opt for a less complex, entirely probabilistic approach, rely-
ing on the known emission probability p(wik|xik). We em-
ploy the magnetometer on the phones to extract the direction
of motion, and the accelerometer to extract a binary signal
indicating whether the person is walking or stopped. From
our experiments we have found that people generally walk
in long segments of nearly-constant speed, which makes the
use of non-binary motion sensing largely superfluous. This
agrees with the literature on human locomotion [35][5], where
it is found that walking paths are mostly linear and at a piece-
wise constant preferred walking speed [4]. We classify mo-
tion as ‘walking’ or ‘stopped’ by measuring the amount of
vertical bobbing observed by the wearable accelerometer.
For this, we acquire a training dataset (shown in Figure 6)
and fit the ‘walking’ and ‘stopped’ classes to a Gaussian and
exponential distribution. We have found that the same distri-
bution parameters can be used for different people without
any noticeable loss in precision. We use the learned pa-
rameters, then, to infer the binary motion state at run time
from a simple likelihood ratio test. Similarly, the direction
observations can be assumed to follow the true hidden an-
gle plus Gaussian noise, although additional provisions must
be taken since angles make up a circular space (modulus
2π radians). This causes noisy measurements near 0 or
2π radians to wrap around, landing far from the true value.
Our answer is to, instead, use a circular variation of the Nor-
mal distribution, known as the Von Mises distribution [10].

It is important to point out that magnetic readings can be af-
fected by the presence of metal or additional magnetic fields
in a room. Although in our experience this unwanted effect
has not been noticeable, it can be corrected by constructing a
priori a map of the environment’s magnetic fields. A similar
process is already done in many mobile phones to account
for deviations in the Earth’s magnetic field using the World
Magnetic Model produced by the U.S. National Geospatial-

Intelligence Agency.

EVALUATION
Simulation
We used a simulator to characterize the performance of our
method given different target densities (the number of peo-
ple in the network divided by the coverage area). The sim-
ulator uses a random-waypoint model to generate scenarios
where multiple people move at different speeds and possi-
bly stop for some random time duration. It emulates cam-
eras, motion-sensors and wearable inertial sensors with dif-
ferent noise characteristics and sampling rates, including a
sine-squared model to emulate gait perturbations on the ac-
celerometer signals.

The traces from a three-person simulation is shown in Fig-
ure 7(a). In the figure, the detections from the simulated
camera are colored according to which piecewise-unambig-
uous track segments they belong to. The problem we aim
to solve is that of (1) stitching these tracks together, and
(2) identifying who they belong to. For this, we compute
the probabilities in the likelihood matrix Ω at each timestep.
These probabilities are shown in Figure 7(b). Coloring is
used to indicate the same track segments as in Figure 7(a).
Ground-truth is shown in thin black lines, and our current be-
lief after the global optimization step is shown with a thick
stroke. In the figure, most locally-best matches (the tracks
with highest probability for each person) happen to coincide
with the global optimum, but this is often not true in other
scenarios. Finally, a plot of the best global matches in space
is shown in Figure 7(c). The figure shows that people’s IDs
have been recovered, i.e. track segments belonging to the
same person are correctly joined into long same-color paths
without spatio-temporal gaps.

To quantify the accuracy of the system, we simulated 100
scenarios consisting of 1 to 10 people in a 10m× 10m area.
The simulated cameras were sampled at 20Hz and the in-
ertial sensors at 100Hz. We considered the three following
sensor setups:

1. Ideal sensors — As a sanity-check, we consider the sim-



ulation of ideal noiseless sensors to verify the correctness
of our approach.

2. Non-ideal sensors and a regular camera — We simu-
late non-ideal cameras and inertial sensors to assess the
identification accuracy when using a regular camera under
realistic conditions. For this, zero-mean Gaussian noise is
added to all sensor readings, with σ = 0.15m (cameras),
0.03m/s2 (accelerometers) and 0.02 × H (magnetome-
ters), where H is the magnitude of the Earth’s magnetic
field.

3. Non-ideal sensors and privacy-preserving motion cam-
eras — Finally, to provide a baseline against which our
experimental evaluation can be compared, we simulate
the camera network that we developed for our assisted
living deployments. For this, the inertial measurements
were simulated like in the previous case, while the loca-
tion measurements were additionally quantized to 15cm
increments. This is in agreement with the reported track-
ing accuracy for our motion histogram method of detect-
ing people in a privacy-preserving motion image [32]. This
setup has the coarsest resolution of all three simulated
scenarios, and should present the toughest conditions for
person-identification.

We quantify the accuracy of our method using the multiple-
object tracking accuracy (MOTA) metric proposed by Ber-
nardin et al. [3]. This is defined as:

MOTA =

∑
∀k correct identifications in k∑
∀k all identifications in k

(22)

Thus MOTA is a measure of how accurate our identification
attempts are. The difference between MOTA and the classic
precision/recall metrics is that MOTA considers the output
of the system at all moments in time, rather than solely the
final inference. This is designed to catch even momentary
variations in accuracy, giving a good picture of the real-time
performance of the system. Bernardin also proposes a sec-
ond metric, the multiple-object tracking precision (MOTP),
for measuring the precision of the location estimates. How-
ever, since the person-identification approach described in
this paper simply forwards the location estimates of the cam-
era network (which is considered as a black box), we focus
our evaluation on the precision of the ID assignments in-
stead. The localization precision is entirely dependent on the
black-box tracker and, therefore, follows the state-of-the-art
in computer vision.

Figure 8 shows the simulated accuracy of our method aver-
aged over 10 runs for each datapoint. The accuracy found
for the ideal simulation is approximately 100% for all cases,
which serves to corroborate the correctness of our approach.
When using noisy data, our method achieves accuracy of
over 95% with the regular camera, and over 80% with the
privacy-preserving motion cameras. The performance loss
in the latter case can be explained by its low resolution,
which adds considerable quantization noise to the yjk’s. The
data in Figure 8 can be better interpreted with the knowl-
edge that larger target-densities lead to shorter unambiguous
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Figure 8. Identification accuracy (MOTA) as a function of target den-
sity. The figure shows 100 simulations where the number of people in
the scene varies from 1 to 10. The mean is shown with a thick blue line.
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Figure 9. Plotting the same data as Figure 8, but as a function of
inter-ambiguity time. We obtain a accuracy (MOTA) of over 0.9 for
piecewise-unambiguous tracks lasting as short as 3.5s. Of course, the
longer the track segments, the higher the chance our method will cor-
rectly identify the person.

track lengths, which are harder to identify. A reduced inter-
ambiguitiy time presents a challenge to our method in that
they reduce the probability that people will act to differenti-
ate themselves within that time. It makes sense, therefore, to
analyse the accuracy of the system as a function of the mean
interambiguity time, as shown in Figure 9. Our data shows
that the proposed identification procedure has an accuracy of
over 90% for tracks lasting as little as 2.9s, even when us-
ing the motion histogram. In most assisted-living situations,
however, we expect interambiguity times to be much longer,
leading to increased accuracy as shown in the right side of
the plot.

Experiments
In addition to the simulations described in the previous sec-
tion, we also performed experiments on a testbed deploy-
ment of 4 Intel iMote2 sensor nodes equipped with custom
camera boards. The iMote2’s PXA271 processor was set
to operate at 208MHz, allowing it to detect people in us-
ing the motion histogram approach at frame rate of approxi-
mately 14Hz. The cameras were placed on the ceiling, fac-
ing down, at a height of 2.1m. We used a 162◦ wide-angle
lens to be able to capture the full height of a person in an area
of approximately 3m× 4m for each camera (partial images
of people could be seen from areas much larger). The loca-
tion of each detected person was transmitted over 802.15.4
and recorded at a nearby laptop. Although we have recently
started implementing the inertial-sensing and local optimiza-
tion layers of our method on a Google Android phone (the



Figure 10. Experimental testbed with 4 iMote2 sensor nodes instru-
mented with our custom camera boards.

Nexus One), in this proof-of-concept implementation, we
use a SparkFun 6DoF inertial measurement unit (IMU) in-
stead. The IMU, attached to the person’s belt, transmitted
the measured 3D acceleration and magnetic force through
a Bluetooth link at a sampling frequency of 100Hz. The
nodes’ internal clocks were loosely synchronized by simply
transmitting a beacon with the global time at the beginning
of the experiments, leading to synchronization disparities as
high as 50ms. In addition, whereas multiple camera sys-
tems in the literature often use high-speed links to synchro-
nize the cameras’ sampling rates, our camera nodes sampled
each frame in a completely asynchronous manner. This is in
agreement with the conditions of existing camera infrastruc-
ture.

We performed two sets of experiments in our person-identifi-
cation testbed. On the first set, we acquired 15 experimental
traces where 1 person freely walked for 1 minute within the
4-node testbed carrying the inertial sensor. We, then, super-
imposedN of these 1-person traces onto one another to gen-
erate datasets where the ground truth was perfectly known
for allN people involved. The numberN of people was var-
ied from 1 to 4, with 5 repetitions each. The results, shown in
Figure 11 as a function of interambiguity time, are in agree-
ment with the trend found in our simulations (dashed line).
As can be seen from the plot, the interambiguity time in our
experiments were found to be quite short, lower than 4.5s.
This was caused by two factors: (1) the large density of peo-
ple for such a small deployment caused frequent proximity
ambiguities, and (2) the privacy-preserving motion cameras
often failed to detect people slowed down before making a
turn, leading to high track fragmentation. Nonetheless, ac-
curacy exceeded 90% for interambiguity rates as high as one
every 3.5 seconds.

For our second set of experiments, we evaluated the capabil-
ity of the system to disambiguate between two people after
an ambiguity. For this, we acquired 36 traces where the two
people walked from one end of the deployment to the other,
in trajectories that lasted approximately 4 to 5 seconds, span-
ning 3 different camera nodes on average. Only one of the
persons was carrying an inertial sensor node. These traces
are quite challenging given their short duration, and serve as
a stress test on the ability of the system to quickly recover
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Figure 11. Experimental results from overlapping up to four 1-person
experiments at a time. The experimentally-found accuracy closely fol-
lows the trend from our simulation results.
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Figure 12. Experimental results for 36 ambiguity-resolution tests. The
median accuracy for all experiments was found to be 84.37%, as pre-
dicted by our simulations.

from ambiguities. There were 9 experimental runs consist-
ing of one of four scenarios: (1) two people walking in op-
posite directions, crossing paths in the middle of the trace;
(2) two people walking in opposite directions, meeting in
the middle of the trace, but not crossing paths; (3) two peo-
ple walking in the same direction, crossing paths; (4) two
people walking in the same direction, meeting but not cross-
ing. The accuracy of our identification method is shown in
Figure 12. The average accuracy (median of the set of ‘all
data’) was found to be 0.8437. This agrees with our simu-
lation for tracks lasting 2.25s — or approximately half the
duration of our traces, given that the piecewise-unambiguous
tracks were interrupted at the middle. As expected, the accu-
racy for opposite-direction traces is on average higher than
for same-direction ones, owing to a larger contribution from
the magnetometer measurements. Finally, of all our simu-
lations and experiments, the worst case running time for the
proposed identification method was approximately 6× faster
than real-time.

CONCLUSION
We have presented a method to identify/localize people us-
ing camera networks and mobile phones. The system has
applications for tracking people in smart environments, lo-
cating personnel in a building, generating alerts regarding
the presence of unauthorized individuals (i.e. people de-
tected by the cameras, but who do not carry the mobile phone
client), and many others. The main advantage of our pro-



posed method is that it requires little or no modification of
the infrastructure currently found in shopping malls, airports,
and other public spaces.

The problem was formulated as one hidden Markov model
for each person in the scene, with two observations per model:
the first observation comes from the camera network, carry-
ing location information but not the person’s IDs (i.e. split
measurements); and the second observation comes from the
person’s inertial node, which carries a unique ID but cannot
localize. The solution of the identification problem was de-
scribed as a matching between inertial nodes and detections
from cameras, thus simultaneously obtaining IDs and loca-
tions. We showed that this could be achieved by recovering
the dependence relation between the inertial measurements
and the person’s motion as observed by the cameras. Results
demonstrates that our method can achieve high accuracy (in
excess of 90%) for scenarios with interambiguity time as lit-
tle as 3.5 seconds. Our method is limited mostly by the accu-
racy of the vision subsystem’s person-detection and tracking
modules, and can be improved by simply utilizing a more
capable tracker.
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