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ABSTRACT
Challenges the Internet of Things (IoT) is facing are directly inherited from today’s Internet. However, they are amplified by the anticipated large scale deployments of devices and services, information flow and involved users in the IoT. Challenges are many and we focus on addressing those related to scalability, heterogeneity of IoT components, and the highly dynamic and unknown nature of the network topology. In this paper, we give an overview of a service-oriented middleware solution that addresses those challenges using semantic technologies to provide interoperability and flexibility. We especially focus on modeling a set of ontologies that describe devices and their functionalities and thoroughly model the domain of physics. The physics domain is indeed at the core of the IoT, as it allows the approximation and estimation of functionalities usually provided by things. Those functionalities will be deployed as services on appropriate devices through our middleware.

1. INTRODUCTION
The earliest recorded mention of the term “Internet of Things” (IoT) goes back to a presentation by MIT’s Kevin Ashton in 1999. In it, he famously stated that adding RFIDs to everyday objects would create an Internet of Things 1. And although his predicted IoT is undoubtedly becoming a reality, it now goes far beyond the original concept, encompassing not only RFIDs, but also sensors, actuators, mobile devices, and so on. In the new vision, all of these are considered to be things that can act upon, measure, or provide services based on real-world entities.

However, a number of challenges still stand on the way of the IoT. And perhaps their most visible effect is that the emerging networks of things are currently hard to deploy and operate, requiring — except in the most trivial cases — the intervention of highly-specialized field experts to interpret the sensor data and come up with actuation commands. This approach is clearly too costly and time-consuming, and simply does not scale as the IoT pushes into the general population.

To address the above, we have identified the following five core challenges [1] underlying the IoT:

• Scale: A sensing/actuating task that requires the cooperation and coordination of thousands of devices (within an Internet of billions), is often infeasible due to time, memory, processing, and energy constraints. Even a single application, such as calculating daily temperature variations around the globe, can require the use of millions of devices that will provide an amount of the information that will easily grow unmanageable.

• Deep heterogeneity: Sensor/actuator networks in the Internet of Things will be deployed by distinct entities, and the deployed hardware will display different operating characteristics, such as sampling rates and error distributions. Moreover, the degree of heterogeneity increases strongly as we move up from sensors/actuators components (chips) to the complex and diverse devices (sensor/actuator nodes) that integrate many of those components. It increases further as we move to local networks comprising numerous such devices and then global networks composed of those local networks and so on.

• Unknown topology: The Internet of Things is characterized by a network topology that is unknown and highly dynamic. This characteristic has two consequences. The first is that applications will require services that could once have been available and no longer are. The second is that services might themselves rely on devices that had once joined the network and left it abruptly (either permanently or temporarily), or may require devices that never existed at the desired geographical location in the first place.

• Incomplete or inaccurate metadata: A common solution to all challenges above is the use of semantic technologies to increment knowledge with metadata.
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1 Kevin Ashton, RFID Journal, 22 June 2009: “I could be wrong, but I’m fairly sure the phrase ‘Internet of Things’ started life as the title of a presentation I made at Procter & Gamble (P&G) in 1999”
However, this requires input from human operators who are highly prompt to provide incomplete/inaccurate metadata. In addition, some of this information includes characteristics that change over time (e.g., calibration parameters).

- **Conflict Resolution**: Conflict resolution is an issue that arises mainly with actuators, but not so much with sensors. Conflicts arise, for instance, when multiple applications attempt to actuate the same device in opposing ways, or when they would like to exert mutually-incompatible changes on the environment.

In light of the challenges above, we propose a new middleware for the Internet of Things [1]. Our solution, as outlined in Section 2, is based on the service-oriented paradigm that abstracts things as services, therefore allowing us to keep services loosely coupled in order to increase reusability. A similar approach is not uncommon in the literature, being pursued, for instance, by [6, 7, 2]. Where our approach differs from others is that we propose an architecture that makes widespread use of approximations and estimations in order to address the IoT’s challenges without requiring the intervention of domain experts. For this, in the backbone of our middleware, lies a knowledge base composed of three ontologies: a Device Ontology, a Physics Domain Ontology, and an Estimation Ontology. In this paper, we focus on defining these ontologies in detail (Section 3) and, later, contrasting them with those from the literature (Section 4). We, then, conclude the paper in Section 5 with a brief discussion pointing to future work.

2. **SOLUTION OVERVIEW**

The overall architecture of our proposed IoT middleware is shown in Figure 1. As can be seen in the figure, our design consists of three main modules. The module on the right, the Knowledge Base (KB), is the main focus of this paper.

The information flow within our middleware is as follows. An application (or even a service) makes a sensing/actuating request, which gets handled by the Composition & Estimation module. In order to resolve the request, this module accesses the Discovery module and (especially) the Knowledge Base, creating a composition of services. Since we take a service-oriented approach, in this discussion we use the word “service” to refer to the various incarnations of things, such as sensors, actuators, etc. A result is, then, obtained by executing this composition within the existing network.

As introduced in [1], the novelty in our approach lies in the following characteristics of the system:

**Approximate Composition**: Composition is the process through which a dataflow graph is constructed, connecting available IoT services, in order to produce some desired result. Normally, service composition approaches aim to find the dataflow graph that is optimal in some metric. In this process, an ontology of services must be traversed, and all compositions that satisfy the input request must be found. However, in a network of billions of things, the problem-space of all possible dataflows (which is a combinatorial function on the number of things) becomes unmanageable. Therefore, to address both scalability and network dynamicity issues, we propose to seek an approximately optimal dataflow graph, rather than an exactly optimal one. For this, we require our knowledge base to carry an ontology of different approximation models for all sorts of physical processes. With this ontology, constructed by field experts, the composition module can use approximation functions to produce only a set of candidate dataflows with the highest likelihood of satisfying some predefined constraints. Then, the approximate solution to this composition is found by picking the optimal dataflow from this much smaller set.

**Probabilistic discovery**: Discovery is the process through which IoT services that match a set of required attributes are found in the network. Desired attributes can be the sensing modality, geographic location, or error characteristics, etc. However, to address the challenge of IoT scale, we go a step further by introducing the concept of probabilistic discovery, affecting both the device registration and device look-up processes that are natural parts of discovery. During registration, things will use a number of non-deterministic functions to randomly select the registries with which they will register; the registration times; and which metadata attributes to register with each registry. As for the look-up process, we require registries to be able to find a set of IoT services that best approximates the desired set, within some given time constraints. For this, a well-defined set of metadata attributes is a definite requirement, as well as an ontology describing how the attributes relate to one another, in order to allow us to substitute one service for the other when necessary. However, to best approximate services, issues such as the quality of service (QoS) of devices become extremely relevant. For this purpose, the middleware must be able to easily traverse the knowledge base to look up each device’s accuracy ratings, their related error functions, as well as the formulas for how different physical phenomena vary in space and time.

**Automated Estimation**: Estimation is the process through which the most likely value of a missing data point is approximated, by applying physical/statistical models on a dataset provided by a set of things. In our middleware, this estimation will be fully-automated and require no human intervention, thus allowing non-technical users to take full advantage of IoT services. The idea is that when the Composition & Estimation module discovers that the requested datapoint has not been captured by the available things, it should be able to query the KB for an appropriate estimation model, and then execute it within the network. To support this, the knowledge base must, therefore, contain an ontology of es-
imation methods, error models, probability distributions, and the spatio-temporal distribution of different physical phenomena.

What should be clear from the description of the three concepts above is that they all rely heavily on the information contained in the IoT Knowledge Base. As such, a fundamental contribution of our work is the development of the three aforementioned ontologies that comprise the KB. We build the KB from the ground up to support probabilistic discovery, approximate composition, and automated estimation, to end up with a multi-faceted Global Ontology that describes device metadata, domain-specific information, and mathematical models. To our knowledge this is the first ontology to unify these three aspects, and the only one to include and classify mathematical models in this manner. We describe the three faces of our Knowledge Base in more detail in the next section.

3. IOT ONTOLOGIES

An ontology is defined as “a formal, explicit specification of a shared conceptualization” [8] and is used to represent knowledge within a domain as a set of concepts related to each other. There are four main components that compose an ontology: Classes, relations, attributes and individuals. Classes are the main concepts to describe. Each class can have one or several children, known as subclasses, used to define more specific concepts. Classes and subclasses have attributes that represent their properties and characteristics. Individuals are instances of classes or their properties. Finally, relations are the edges that connect all the presented components.

3.1 Global Ontology for The IoT

We envision the representation of the IoT-based real world to be divided into 3 layers: a physical layer, i.e., things; an information layer, i.e., data and metadata about knowledge provided by things; and a functional layer comprising services provided by things. To match our vision of the real world and its representation by the Internet of Things, we aim at building an ontology that actually models all three layers. In fact, the physical layer is represented by a Device Ontology. The information and service layers are represented by a (Physics and Mathematics) Domain Ontology and Estimation Models Ontology. To describe the ontologies more precisely:

Device Ontology: The Device Ontology models actual hardware devices that may exist in the network. For our middleware, it can be regarded as the device description repository that can be accessed for discovery.

Domain Ontology: The (Physics and Mathematics) Domain Ontology models information about real world physical concepts and their relations among each other. For our middleware, it can be regarded as the main repository to access for service composition.

Estimation Ontology: The Estimation Ontology contains information about different estimation models ("linear interpolation", “Kalman filter”, “naïve Bayesian learning”, etc.), the equations that drive them, the services that implement them, and so on. For our middleware, it can be mainly regarded as the repository describing the device’s quality of service, and provides information needed for service composition. We aim at providing this ontology to be used as a reference by any middleware or application requiring IoT services, i.e., services provided by real world things. Those services, in most cases, generate approximate but never 100% accurate outcomes.

Most existing ontology work focused on modeling either devices as done, e.g., in MMI ontology [2] and [9, 10], or physics [11, 12] separately. The novelty of our approach is that it combines and takes advantages of the three ontologies by linking, all together, the domain of knowledge for sensing, actuating, and processing tasks and the real world representation through IoT services, that are aware of their environment. An important contribution is the level of abstraction at which we represent things, as we allow users to describe devices in an expressive manner while still avoiding complex details. In fact, as we target scalability, we consider simplicity in modeling knowledge to be an essential criteria. We argue that too much details might hinder the readability and quick traversability of the ontologies, thus effecting their scalability and usability. Of course the full ontologies are too large to be described in this paper. So, in the following, we outline only the most important concepts.

3.2 Device Ontology

As discussed in Section 2, the Device Ontology is accessed to identify what things should be looked up to satisfy an application’s requirements. We consider that applications built on top of an IoT middleware should be network and device agnostic. Therefore, it becomes the task of the middleware to identify what devices to seek in order to provide needed services. For this purpose, the ontology should clearly describe and yet not over-specify device metadata.

Our main contribution is the high-level abstraction for device metadata, especially regarding the internal components of devices. Internal components are the electronic chips and hardware parts, built inside the device, that together define its technical functionalities. Hence, looking at each of them separately as independent entities is not informative, as their functionalities are tightly related to one another’s. That being said, understanding the characteristics of a singular chip requires an understanding of the whole device’s internal schema, which grows to be too complex to include. We can further argue that they can just be considered as a black box, especially that those components are

2http://marinemetadata.org/community/teams/ontdevices

Figure 2: Sensor and related first class entities
not directly accessible by applications. However, we chose to allow users to describe the internal components of devices (also done in [9, 10]) by their name and type only.

Another main contribution is that our ontology holds knowledge that is independent of device deployments, e.g., information related to the device’s actual location. Instead, deployment information is presented in the metadata, reported by devices, during the discovery registration process.

The ontology becomes thus easily pluggable with any middleware or application.

To elaborate on the ontology, we consider that IoT devices can be divided in four main classes:

- **Sensor**: A device that has the capability to measure a physical property of the real world.
- **Actuator**: A device that has the capability to perform an operation on or control a system/physical entity in the real world.
- **Processor**: A device that has the capability to perform computation operations on data.
- **Composite**: A device that consists of at least 2 of the devices above.

In the following, we focus on modeling sensors, as they are representative of things and models of other devices adhere to the same conceptualization approach. Based on the current literature [13, 14], we have identified several ontology concepts that are commonly used to model sensors (sensorML3). As shown in Figure 2, those concepts are:

- **Manufacturer**: The manufacturer of the sensor.
- **Sensor component type**: The sensor internal hardware components.
- **Physical concept**: The real world property measured by the sensor (e.g., temperature, wind speed, etc.). This concept is the main link between the Device Ontology and the Physics Ontology.
- **Sampling method**: The way the sensor is triggered to sample its environment (e.g., periodic).
- **Data transfer method**: The way the sensor is triggered to transfer its readings (e.g., push).
- **Transition function**: The process used to convert the input phenomenon to a digital value.

We chose the entities above as we consider that a sensor can be properly identified given any of their respective values. With the exception of the last entity, which we introduce as it clarifies what and how phenomena or values are output by a sensor after a measurement is performed. This is needed so that a sensor’s outputs can be meaningful to and usable by other applications.

### 3.3 Physics Domain Ontology

The Physics Domain Ontology is created with two main goals. The first is to model real world entities as physical concepts so that any IoT middleware can extract knowledge about the real world, as this is a common task to be performed within the Internet of Things. The second is to model mathematical formulas and functions as they are the first alternative to be utilized when no device can provide needed services. The main classes of the Domain Ontology are:

- **Physical concept**: A real world object or property that can be measured.
- **Physical unit**: The output unit of the real world property measurement.
- **Mathematical datatype**: The set of numbers that can represent a real world property measurement.
- **Formula**: Mathematical expression that computes a numerical value representing a real world property.
- **Function**: Formulas are implemented by functions that define the required input and output machine datatypes.

Our main contribution in this ontology is that we model and establish a direct relation between physical concepts, mathematical formulas and functions. We argue that this relation is essential as it allows services to be provided as mathematical computations over physical concepts. This process can be used by any middleware to substitute services of unavailable devices with alternative services that can be deployed on any other appropriate device, which is a very familiar scenario within the highly dynamic IoT. This relation further allows our ontology to be useful in any context requiring mathematical and physical knowledge by clearly modeling formulas that can compute mathematical values as measurements over a physical property.

However, a same physical concept can have several formulas that vary based on the units of measurement of input/output parameters. Hence, our second contribution is to introduce two, not previously described, first class entities: unit constraints and conversion formulas. The former allows users to specify if a formula can have only one output and one input unit per concept, or can have a defined set of such units, or it stands correct for any input/output units, linked to a physical concept. For instance, the formula \(\text{speed} = \frac{\text{distance}}{\text{time}}\) stands correct for any distance unit over any time unit. On the other hand, a windchill formula for temperature in Celsius and wind speed in km/h is different than that of a temperature in Fahrenheit and wind speed in mph. As for the conversion formulas class, it allows users to model conversion formulas between one measurement unit to another. By adding the constraints class and conversion functions to our ontology, we introduce a higher degree of flexibility as it allows any middleware or application using our model to dynamically adapt to unit constraints.

A common reference model for representing and categorizing physical concepts is the DOLCE,\(^4\) representation. It is

---

\(^3\)http://www.opengis.org/standards/sensorml

\(^4\)http://www.loa-cnr.it/DOLCE.html
adopted by several works such as [15, 11], as it has a well organized vocabulary. However, it does not categorize entities by their physical properties but rather by the human perception of those entities. This organization is not in line with our representation of concepts that should be both intuitive and physics oriented. In our ontology, each physical concept is linked to:

- **Sensor**: All sensors that can measure its value.
- **Units of measurement**: All units by which it can be measured.
- **Mathematical datatype**: Set the mathematical values the concept can be represented
- **Formula**: All mathematical formulas that can compute its value.

Regarding formulas, authors in [12] provide an approach to modeling physics in an ontology. However, their model is only applicable for the biological domain as they focus on mapping laws of physics to biological processes. SPACE is another ontology that models physics but it only applies in the space physics domains [16]. In our ontology, each formula is linked to:

- **Mathematical expression**: Mathematical equation.
- **Input parameters**: Measurements of physical concepts that will be used to evaluate another physical concept and their measurement units.
- **Output parameter**: Computed output and its measurement unit.
- **Physical concept**: The physical concept being evaluated.
- **Unit of measurement**: It is in fact the output’s unit.

We argue that those concepts are well representative of physics and mathematical models and they specify all the parameters needed to define a mathematical equation. The Sensei project [2] models a decomposition of physical concepts into a set of other physical concepts. This decomposition can be similar to a direct link between our formula output and input concepts. However, the relation between their concepts is not clearly specified and therefore, their decomposition cannot substitute our formula model.

For this reason, the Estimation Ontology must provide a well-designed set of attributes for each model, as well as an intricate web of relationships between models, devices, and physical concepts. These rather indispensable elements, and how to best express them in this ontology, are something that we are currently investigating. For now, we limit ourselves to providing below a first-level set of classes that group the different types of mathematical models:

- **Estimation & Prediction Models**: These models are used during the automated estimation process, as well as before the look-up phase in probabilistic discovery. An example of such a model is a Kalman filter where each component in its matrices and vectors are functions of physical concepts from the Domain Ontology (for instance, an input vector for use in target-localization could be defined as a triplet of 3D-acceleration, 3D-velocity, and 3D-position).
- **Association & Correlation Models**: These describe the numerous conditional probability relations that are used in Estimation Theory, relating one physical phenomenon as a function of another. For instance, the probability of the value of a temperature sensor given the value of a daylight sensor. In addition, these models can also be used to solve the Association Problem that occurs, for instance, with multiple-target tracking;
- **Error Models**: These models describe the different ways that uncertainties can be introduced into measurements and actuations. These are usually represented in the form of a stochastic model (for instance, a simple additive Gaussian noise model).

4. RELATED WORK

Semantic technologies within IoT context are perceived as having three main benefits: high-level abstractions of complex information and incremented knowledge that provides a support for service composition and better interoperability.

Abstractions in IoT solutions, that integrate ontologies in their approach, can be divided in two categories: On the one hand, some IoT projects take advantage of ontologies as they abstract devices as services (such as in HYDRA[3, 4], SENSEI [2]). On the other hand, others use them as they abstract data/information as services (among which are SOFIA [17], SATware[18], Global Sensor Networks GSN[19], and Sensor-Masher[20]). A common approach towards this purpose is the use of virtual/semantic sensors [3, 4, 19] to abstract one or several physical devices. Similarly, [21, 20, 18] adopt the concept of semantic sensors and semantic streams. However, their implementation is different as they focus on abstracting data streams into higher level semantically rich knowledge. Semantic devices provide composition in some manner where the composed functions are specified at design time, and the mapping onto the network devices happens dynamically at run time.

To provide better interoperability, three aspects of the real world are modeled thoroughly in ontologies created within IoT solutions: things[2, 4], information and reasoning over data generated by things[13, 4, 20], and services[3, 4]. Some
projects go a step further by using ontologies to model context information [2], or dynamic reconfiguration, and adaptive resource management [22]. The target in [20], however, is the integration of sensor data streams into the World Wide Web rather than into an Internet of Things.

It should be noted that none of these solutions try to model and combine knowledge domains representing the real world into one global ontology as we do, to address the challenges presented in Section 1. They are however, mostly focused on modeling their ontologies for specific purposes only. Further, it is not clear how any of those ontologies are modeled to address scalability.

5. CONCLUSION

We presented in this paper a Global Ontology we are building for the Internet of Things. The Ontology models three aspects of the real world present in the Internet of Things. The first aspect is the “things” aspect described in a Device Ontology. The second aspect consists of real world concepts and functionalities of things, modeled in a Domain Ontology as mathematical formulas, and third is a real world approximation aspect that describes models to be used to approximate unavailable services and estimate missing information. The proposed ontology is at the core of a Service Oriented processor modeling approaches, but we consider they will plan on performing deeper comparison with existing solutions. We pay special attention to SensorML as it provides the needed interoperability between deeply heterogeneous IoT components as detailed in[1].

Our future work will consist of further investigating the sensor modeling approach on different levels of details, as we plan on performing deeper comparison with existing solutions. We pay special attention to SensorML as it provides an appropriate modeling approach, although too detailed for our purposes. We later plan on investigating actuator and processor modeling approaches, but we consider they will strongly adhere to sensor models. Furthermore, we plan on modeling the estimation ontology comprising spatiotemporal and statistical correlation models of data. As for the middleware solution, we plan on implementing our vision and integrating the ontology to evaluate its feasibility.
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